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Does Survey Participation Increase Voter Turnout?
Re-examining the Hawthorne Effect in the Swedish
National Election Studies*

MIKAEL PERSSON

A
Hawthorne effect found in election studies is that pre-election survey participation
increases voter turnout. Using the Swedish National Election Studies, Granberg and
Holmberg (1992) showed evidence in support of this effect. However, their findings

have been criticized and more recent studies have failed to find any treatment effect of pre-
election survey participation (cf. Mann 2005). This study re-examines an updated version of
Granberg and Holmberg’s time-series cumulative data file covering eight additional election
studies (for a total of 14 election studies from 1960 to 2010). These studies have an
experimental component, since half of the sample was randomly assigned to be interviewed
before the election and the other half after the election. By comparing validated turnout in the
pre-election sample with the post-election sample, it is possible to estimate the causal effect of
survey participation on voter turnout. The results show that participating in the pre-election
survey indeed has a significant and positive effect on voter turnout. Moreover, this article
evaluates whether the treatment effect is unevenly distributed in the population. Results show
that citizens with a low propensity to vote are more affected by taking part in election studies
than citizens with a high propensity to vote. The study also estimates the long-term effects of
survey participation. Results show that participating in an election survey can have significant
effects on voter turnout several years later.

A
Hawthorne effect found in election studies is that pre-election survey

participation increases voter turnout (for example, Clausen 1968). Using the
Swedish National Election Studies (SNES), Granberg and Holmberg (1992)

showed evidence in support of this effect 20 years ago. However, their findings have
recently been criticized and experimental studies have failed to find any positive treatment
effect of survey participation (Mann 2005).
I re-examine an updated version of Granberg and Holmberg’s time-series cumulative

data file covering eight additional election studies (14 in total). These studies are very well
suited to evaluate this question, since they have an experimental component randomly
assigning half of the sample to be interviewed before the election and the other half to be
interviewed after the election. By comparing validated turnout in the pre-election sample
with the turnout in the post-election sample, it is possible to estimate the causal effect of
survey participation on voter turnout. The main contribution of this study compared to
previous research in the field is the superior external validity of the research design.
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The results presented in this study show that participating in the pre-election survey
indeed has a significant and positive effect on voter turnout. Moreover, the article
evaluates whether the treatment effect is unevenly distributed in the population. Results
show that the treatment effect is larger for citizens with a low propensity to vote than
citizens with a high propensity.
An important question that previous studies have not been able to study is whether

survey participation has any long-term effects. Results show that participating in an
election survey can have significant effects on voter turnout several years later.

THEORY

A Hawthorne effect means that people change their behavior as a consequence of being
research subjects. The effect got its name from the studies conducted at the Hawthorne
Works factory. Researchers claimed to show that factory workers changed their actions
as a result of the research projects that went on at the factory.1

Clausen (1968) is usually credited as the first to demonstrate a Hawthorne effect in
election studies. He compared voter turnout among participants in the University of
Michigan’s pre-election survey with turnout levels among participants in a post-election
survey carried out by the Census Bureau. Clausen showed that the participants in the pre-
election survey voted more frequently (a treatment effect of about 6 percentage points).
While other studies replicated—and, to a large extent, confirmed—Clausen’s findings

(for example, Kraut and McConahay 1973; Yalch 1976), criticism of these early studies
remains. Clausen relied on self-reports of voter turnout, and it is well known that some
individuals over-report electoral participation (cf. Belli, Moore and VonHoewyk 2006;
Holbrook and Krosnick 2010; Granberg and Holmberg 1991; Persson and Solevid 2014).
In addition, since the pre- and post-election surveys compared in Clausen’s study came
from different studies, it was not a true experiment with a randomized treatment. Kraut
and McConahay’s (1973) study had a very small sample size, which makes it hard to draw
conclusions from this study.
The study of Granberg and Holmberg (1992) overcomes most of these problems. In the

SNES, respondents are randomly assigned to either the pre- or post-election survey.
Hence, these election studies incorporate the design of a randomized experiment.
Moreover, the SNES surveys include measures of validated voting from the official
register files. Granberg and Holmberg used six election studies from national
parliamentary elections (1973–88) and found an average treatment effect of about 2
percentage points. This might seem small, but Sweden is a high-turnout context in which
it is not possible to increase voting drastically, given the already high levels. In their
pooled sample, voter turnout was 93 percent in the pre-election study and 95 percent in
the post-election study. Moreover, they found a slightly higher effect among citizens with
low levels of political interest than with high levels.
Granberg and Holmberg could not establish the exact causal mechanism at work, but it

seems reasonable to believe that talking about politics stimulates the survey participants’
political interest, and as a consequence they become more likely to cast their votes on
election day. This assumption could be strengthened by recent experimental work
showing that inducing feelings of social desirability affects the likelihood of voting
(for example, Gerber, Green and Larimer 2010; Panagopoulos 2010). In the SNES

1 See e.g. Parsons (1974) for a discussion of the original Hawthorne study.
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pre-election survey, participants were asked whether they intended to vote. It is likely that
many respondents would give a positive answer, given that when providing answers in
surveys, participants may have a desire to express attitudes that concur with social norms.
Studies have shown that asking individuals whether they intend to vote increases their
actual voting rates (Greenwald et al. 1987).2 Moreover, during the last decade a large
number of studies has shown that citizens can be mobilized by means such as personal
canvassing, phone calls and mail (Gerber and Green 2000; Green and Gerber 2008;
Gerber, Green and Larimer 2008, 2010). Granberg and Holmberg’s study provides
evidence that participating in an election survey can have the same kind of mobilizing
effect. To sum up, there are two possible causal mechanisms that explain why survey
participation increases turnout: it might increase political interest or participants might
feel social pressure to vote. Neither previous research nor this study can establish which of
these two possible mechanisms mediates the effect.
The most recent attempt to analyze the effect of survey participation on voter turnout

comes from three large-scale experiments in US states during the 2002 elections
(Mann 2005). In these experiments, the treatment was a 10–12 minute interview, and voter
turnout rates were subsequently validated with register files. Mann found no significant
effect of pre-election survey participation on voter turnout in these experiments. He also
criticizes previous studies; for example, he argues that Granberg and Holmberg’s results
show ‘‘small effects that are easily within the sampling variability’’ (2005, 156).
However, Mann’s study has some limitations. The treatment was relatively weak

compared to the treatment in the SNES, since it consisted of only a short telephone
interview. From previous research we know that interviewer effects are stronger when
there is more interaction with an interviewer (Kreuter, Presser and Tourangeau 2008;
Dı́az de Rada 2011). Therefore the reason why no effect was found in Mann’s study might
be that the treatment was too weak to produce any significant effect. The treatment in the
SNES studies should be more relevant to other researchers, since this treatment better
resembles most election studies.

DATA

The SNES are very well suited to estimate the effect of survey participation on voter
turnout. First, they consist of samples of the entire adult Swedish national population
drawn from the official registers (there is no separate voter registration process in
Sweden).3 Hence, no individuals were excluded because they were not registered voters or
because they did not have a telephone. Second, they have an experimental component
that randomly assigns half of the individuals to a pre- or post-election interview. Third,
they are two-wave panels between elections (meaning that at each election, half of the
sample was included in the previous election survey and the other half of the sample will
be included in the next election survey), rendering it possible to test the long-term effects
of survey participation on voter turnout. Randomization to the panel waves was made
independently of the randomization to the pre- and post-election groups. For each new

2 However, other studies have failed to find any significant effect on actual behavior of having asked
individuals whether they intend to vote (cf. Gerber and Green 2001; Smith, Gerber and Orlich 2003;
Spangenberg and Greenwald 1999).

3 Some of the older studies include persons older than 80, but here I restrict the sample to persons
18–80 years old.

Survey Participation and Voter Turnout 299

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/p

sr
m

.2
01

4.
8

D
ow

nl
oa

de
d 

fr
om

 h
tt

ps
://

w
w

w
.c

am
br

id
ge

.o
rg

/c
or

e.
 G

ot
he

nb
ur

g 
U

ni
ve

rs
ity

 L
ib

ra
ry

, o
n 

25
 M

ar
 2

02
1 

at
 1

2:
23

:2
9,

 s
ub

je
ct

 to
 th

e 
Ca

m
br

id
ge

 C
or

e 
te

rm
s 

of
 u

se
, a

va
ila

bl
e 

at
 h

tt
ps

://
w

w
w

.c
am

br
id

ge
.o

rg
/c

or
e/

te
rm

s.

https://doi.org/10.1017/psrm.2014.8
https://www.cambridge.org/core
https://www.cambridge.org/core/terms


election, respondents were randomized into a pre- or a post-election survey. Fourth, voter
turnout was measured using validated information from the official register files. Hence,
there is no uncertainty in the dependent variable due to social desirability bias. Fifth, the
stimulus is strong; the interviews are approximately one-hour-long face-to-face
interviews. Sixth, they cover a large timespan that makes it possible to test whether the
effect is robust over time and in different election contexts.
The SNES surveys are conducted by the University of Gothenburg in collaboration

with Statistics Sweden.4 The first study was conducted in 1956, and it has since been
conducted in conjunction with every national parliamentary election. It includes a
random sample of Swedish citizens 18–80 years old. This article uses the 12 parliamentary
studies conducted from 1973–2010 and the studies from 1960 and 1964.5 Since 1973, the
SNES surveys have been two-wave panels.6 When we study the long-term effects of
participation the sample is restricted to the 12 studies performed after 1973.7

During the time period under study, voter turnout has been relatively high in Sweden.
The highest level of turnout during this period was in 1973 (92 percent) and the lowest in
2002 (80 percent). Voter turnout was lower for those not participating in the study (on
average 76 percent for the pooled dataset).

MODELING STRATEGY

To estimate whether the treatment effect is unevenly distributed among the population,
this article adopts an approach recently introduced by Enos, Fowler and Vavreck (2014)
in an analysis of whether ‘‘Get Out The Vote’’ experiments affect inequalities in turnout.
Previous tests of whether this kind of treatment effect differs in the population have
interacted the treatment variable with variables such as political interest or age. The
approach presented by Enos, Fowler and Vavreck reduces all pre-treatment influences on
the probability of voting into one dimension. This approach facilitates comparisons
between different studies and elections. Moreover, combining all variables that predict
voter turnout into one variable facilitates more easily interpretable and informative tests
of whether the treatment effect differs for individuals with different propensities to vote.
Since the propensity scores are formed ex ante, it reduces model specification issues.
More precisely, the following steps were conducted. For each election survey a

regression model was fit in which turnout was regressed on a number of explanatory
factors. This model was estimated in the control groups only (post-election samples).
These models included age, age squared, voting in the previous election, education,
political interest, civil status, rural/urban residence, amount of newspaper reading,

4 Comparisons of the SNES with other election studies show that SNES is of high quality, i.e., it more
closely resembles the distribution of respondents in official census data than studies such as the EES
(Dahlberg and Persson 2014).

5 In the study from 1956, everyone was interviewed both before and after the election. The studies
from 1968 and 1970 are not used, since they are part of a three-wave panel based on the sample from the
1964 study. Hence there are no new samples of respondents who have not experienced the treatment
before in these studies. In addition, the entire 1970 study was a post-election study.

6 There is also a small addition of first-time voters in each study to correct for the fact that the
previous panel wave did not include any persons who turned 18 since the last election.

7 The original sample sizes range from 1,603 (1960) to 3,999 (2006). Responses rates vary between
69 percent (2010) and 92 percent (1960 and 1964). The randomization into pre- and post-election groups
worked well, and the groups do not differ in the composition of the respondents regarding key variables
such as age, gender, education or voting in the previous election.
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amount of watching TV news and the amount of involvement in discussions about
politics.8 R-squared for these models varied between 0.15 and 0.30.
From each of these models a propensity score variable was produced that measured the

a priori propensity of voting in the absence of any treatment. Since individuals were
assigned to the pre- or post-election survey by randomization, this a priori propensity
should be equal in the treatment and control groups. Values on the propensity variable
were calculated for each individual in the treatment groups using imputation to represent
their a priori probability to vote. In order to be able to compare this variable between
different election studies, it was rescaled to have a mean of 0 and a standard deviation
of 1. After this step, all election studies were pooled and the propensity variables from
each study were combined into a single propensity variable. At that point, all respondents
in the dataset had a new variable indicating the a priori propensity to vote. By interacting
this variable with the treatment variable, it is possible to compare the effect of the
treatment across individuals with different propensities to vote.

RESULTS

We begin by looking at the main effect of survey participation. Table 1 presents the short-
term effects of survey participation. Since the surveys are two-wave panels between
elections, those who participated in a previous panel wave were excluded from this
analysis. The left column in Table 1 shows the results from a regression model in which
voter turnout is regressed on the treatment variable (all models also include year-fixed
effects to control for differences across studies).9

The coefficient for the treatment variable is highly significant.10 Translated into predicted
probabilities, turnout among individuals in the control group was 91.0, while turnout in the
treatment group was 93.1.11 This corresponds to a difference of 2.1 percentage points between
the treatment group and the post-election survey participants.12 Given that the response
rate in this pre-election sample was 74 percent, the treatment effect is 2.8 percentage

8 The variable for residence was missing from the 1973 survey, the variable measuring newspaper
reading was missing in the 1976 and 1979 surveys, the variables measuring watching TV news was missing
from the 1964 and 1960 surveys, and the variable measuring political discussion was missing from the
1979 survey.

9 The analyses employ OLS regression models with heteroskedasticity-corrected standard errors
instead of logit, since OLS is more transparent and easier to interpret. Results from logit are nearly
identical.

10 The proportions of participants in the pre- and post-election groups are close to 50–50 in every
survey. The overall proportions are 50.6 (post-election) to 49.4 (pre-election). The largest difference
between the groups was in 2006 (52.7 in the pre-election study and 47.3 in the post-election study).

11 Some participants could not be reached before the election but agreed to be interviewed after the
election. These persons are excluded from this dataset. Moreover, some people who refused to participate
in the full post-election survey were offered a shorter postal questionnaire instead. In order to have
comparable treatment and control groups, these people are also excluded from this analysis. If the control
group is expanded to cover all individuals in the original post-election sample (whether they participated
in the survey or not), the predicted turnout rate in this group is 88.8.

12 In this analysis the control group consists of those who participated in the post-election survey, and
the treatment group consists of those who participated in the pre-election survey. In other words, non-
respondents are not included in the analyses in order to avoid bias resulting from one-sided
noncompliance (cf. Gerber and Green 2012). Hence, the estimates should be interpreted as what
Angrist, Imbens and Ruben (1996) refer to as the local average treatment effect or what Gerber and Green
(2012) refer to as the complier average causal effect.
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points when controlling for the response rate (using the formula proposed by Angrist,
Imbens and Rubin 1996).13

The differences in turnout between the pre- and post-election samples are shown in
Figure 1 and the treatment effects for each study are shown in Figure 2. Looking at each
separate election, turnout among pre-election participants is higher than among post-
election participants in 13 of the 14 election studies. For most of the studies, the treatment
effect is 1–4 percentage points. These are not necessarily large effects, but they are
statistically significant and occur regularly over time.

TABLE 1 Effects of Participation in a Pre-election Survey on Voter Turnout

Model 1 Model 2

Treatment 0.019*** 0.013***
(05 post election survey, (15 pre election survey) (0.003) (0.003)
A priori propensity to vote 0.094***

(0.012)
Treatment 3 A priori propensity to vote 20.021***

(0.005)

Constant 0.895*** 0.913***
(0.008) (0.007)

Year fixed-effects YES YES
Year3propensity to vote interactions - YES

Number of individuals 31,588 29,278
R2 0.010 0.158

Note: OLS regression with heteroskedasticity-corrected standard errors. Standard errors in parentheses,
*p, 0.10, **p,0.05, ***p,0.01.
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Fig. 1. Voter turnout among pre- and post-election participants by year

13 The formula employed is: the difference between the treatment and control groups, divided by the
response rate.
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Model 2 in Table 1 tests the interaction between the a priori propensity to vote and the
treatment. In addition to year-fixed effects, the model also includes study-propensity
interactions to control for differences in the propensity variable across elections. We find
a significant interaction term between the treatment and propensity variable, indicating
that the treatment effect varies for individuals with different levels of vote propensity. To
facilitate a more detailed interpretation of the treatment effect for individuals with
different vote propensities, Figure 3 shows results from kernel regression. The solid line
represents the probability of voting for individuals who experienced the treatment, while
the dashed line represents the probability of voting for individuals in the control group.14
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Fig. 2. Treatment effect by year
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Fig. 3. Treatment effect by different propensities to vote
Note: The graph shows the effect of participation in a pre-election survey on voter turnout for individuals
with different levels of a priori propensity to vote. Results from kernel regression.

14 In the propensity variable, more people have propensities below the mean than above it. Few people
have a propensity to vote, which is less than two standard deviations below the mean or one standard
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The graph shows that the treatment has no effect on persons with a mean level, or higher
than the mean level, of a priori propensity to vote. But as the propensity to vote decreases,
the treatment effect gets larger. For persons with voting propensity below the mean, the
predicted treatment effect is of substantial size.15

We turn next to the long-term effects of voting. From 1973 to 1994 elections were held
every three years, and thereafter elections were held every four years. For these analyses
we also include those who participated in the past wave of the election surveys. Figure 4
shows predicted probabilities of voting for individuals who participated in the pre- and
post-election surveys and who were (or were not) included in the previous wave.16 The
results show clear evidence of long-term effects of survey participation. Persons who did
not participate in the election study before and were interviewed after the election showed
the lowest level of turnout. The highest level of turnout was among those who had
participated in the previous wave of the panel study and were included in the pre-election
survey (that is, they had experienced the treatment twice). The estimated difference
between this group and those who did not participate in any election study before the
election is about 3 percent.
To gauge whether the long-term effect differs for individuals with different levels of

a priori propensity to vote, we turn to Figure 5. Again we find that survey participation
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Fig. 4. Long-term effects of participation in a pre-election survey on voter turnout

(F’note continued)

deviation above the mean. Predictions in these areas have very large confidence intervals and cannot be
estimated accurately. For that reason, the graph is based only on a restricted sample of individuals with a
propensity to vote from 22 to 1.

15 Some readers might be interested in how the treatment effect varies for different values of specific
variables of interest in the collapsed propensity scores. Two of the most important variables in the
propensity score are Education and Political Interest. Table 2 in the Appendix shows interaction models
with treatment and Education as well as Political Interest, respectively. Figures 1 and 2 in the Appendix
illustrate the predicted probabilities of voting for different levels of these variables. The graphs show that
there is a substantial effect among the low educated and the low interested, while the treatment has no
considerable effect among high-educated or high-interest people

16 The full model from which the probabilities were calculated can be found in Table 1 in the Appendix.
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has no effect on persons with a high propensity to vote. But for persons with a low
propensity to vote, participation in the pre-election survey increases turnout. In
particular, survey participation has a strong effect for low-propensity voters who took
part in two election surveys prior to election day.

CONCLUSION

To summarize, this article brings three contributions to the debate. First, it reconfirms the
conclusion from Granberg and Holmberg’s study by showing that the effect of survey
participation on voter turnout is stable over time in Swedish national representative data
covering 14 elections over 50 years. Second, it shows that the treatment effect is unevenly
distributed in the population: it is stronger for individuals with a low propensity to vote.
Third, it tests the long-term effects of survey participation and confirms that it has an
impact on voter turnout even several years later. The SNES has the important advantage
of covering the entire population, which makes it possible to draw conclusions about a
treatment effect in the population, and it relies on official register data of validated voting.
This is important, since studies show that politically engaged citizens consistently
misreport voting (for example, Ansolabehere and Hersch 2012; Granberg and Holmberg
1991) and that any study drawing on self-reported voting would likely be biased.
The long-term effects found in this study reveal a particularly important message about

the potential impact of election studies. To my knowledge, the only previous study
examining the effects of survey participation on voting in subsequent elections is that of
Yalch (1976). But his study examined two elections during a short time span and failed to
show any long-term effects. This study, on the other hand, shows that the treatment effect
remains several years later and that it is strong in magnitude for low-propensity voters.
The stimulus in the SNES surveys is strong—roughly one-hour face-to-face

interviews—and it is possible that this kind of stimulus is necessary in order for the
treatment to have effect. Shorter interviews via telephone or mail may have weaker
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Fig. 5. Long-term treatment effect among respondents with different levels of propensity to vote
Note: the graph shows the long-term effect of participation in a pre-election interview and previous survey
participation on voter turnout for individuals with different levels of a priori propensity to vote. Results
from kernel regression.
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effects, which may explain the differences between studies. But the relevant question here
is which treatment has the most relevance to other researchers? One major reason to study
this question is to understand how election studies bias our inferences about populations.
Since many of the major election studies used in political science, such as the ANES, are
rather similar to the SNES, the results from this study should be more relevant to other
researchers than those from studies using, for example, shorter telephone interviews. In
other words, we should care about the Hawthorne effect found in this study since the
most important surveys in political science have this kind of strong treatment. In fact, the
treatment used in Mann’s study does not match the treatments of most election surveys.
Consequently, the contribution of this study compared to previous research in the field is,
first and foremost, the superior external validity of the research design.
To conclude, election studies might have unintended long-term consequences on

participants’ political behavior that we have previously been unaware of. Electoral
research does not only study the political behavior of individuals; it also changes the
political behavior of the participants studied. However, the exact causal mechanism at
work remains hidden. A Hawthorne effect suggests that mere participation in the study
affects behavior. But some studies have concluded that the observed increase in turnout
was based on subjects being asked to predict whether they would vote (Greenwald et al.
1987; Spangenberg and Greenwald 1999). In the broader literature this is referred to as a
question-behavior effect (Sprott et al. 2006). In the SNES surveys, respondents were
asked whether they intended to vote, in addition to other questions related to their
behavior in the upcoming election.17 It is an open question whether these particular
questions regarding future behavior, or merely participation in a pre-election survey,
triggers voter turnout. Further studies could answer this question by randomly assigning
survey questions about future participation to some respondents in the pre-election
sample, while other respondents are not assigned questions about future behavior.
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